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Dear Reader 
Season’s Greetings! 
 

The publication of PacMag 2018 has given new wings to the technical aspects of the PDPM-IIITDM 

Jabalpur as it is the first ever technical magazine. It is a new milestone in the history of the institute.  

I am sure the magazine will maintain its continuity and periodicity. The efforts of entire team are 

reflected in PacMag 2018 by various review articles. The team has done a commendable job in 

professional manner. This deserve a rich appreciation from all quarters.  

The adorable feature of the magazine is its diversity in the article’s topic, breadth and depth. I 

understand that the magazine is going to be multidisciplinary in near future.  In this world of growing 

technology, research is ever evolving which has been taken care in this issue. The latest topics of 

research are well articulated. This will enable the upcoming researchers to define their problem 

statement accurately and precisely.  

I hereby take the opportunity to thank the entire team for successful publication of this issue of 

technical magazine PacMag 2018 and hope that the later editions will prove to be value-additions to the 

knowledge depository of the institute.  

 
Wish you all happy reading!  
 
SG Deshmukh 
Officiating Director 

From the Director Prof. SG Deshmukh 
Officiating Director 
PDPM-IIITDM, Jabalpur-482005. 



September 2018 Power and control magazine 3 

 

 

 

I sincerely appreciate the efforts of Power and Control group from ECE in launching the new 

Magazine PacMag, it will serve truly a broader perspective in connecting people within and across the 

Institute working in this important domain. 

The success of any Magazine is directly proportional to the sincerely, hard work and dedication and 

I am sure the group will maintain the quality and sanctity. I will also recommend using the online 

networking resources to give a kick start to this magazine and make people aware of it’s existence. 

I wish good luck to the editorial board to maintain the continuity of the publication of PacMag in near 

future. I hereby extend all the support available in the capacity of the head of the Department, needed 

for this magazine. 

Again, All the best for the launch and keep up the good work. 

 

 

Dr. Dinesh Kumar Vishwakarma 

 

From the Head of ECE Department Dr. Dinesh Kumar Vishwakarma 
Associate Professor 
ECE Department  
PDPM-IIITDM, Jabalpur-482005. 
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Welcome to the first issue of the PacMag. 26th January 2018 has witnesses the launch of the magazine 

cover. This magazine focuses on future opportunities and exemplifies the accomplishments of power & 

control technology. This magazine is launched to set a milestone in power & control systems research. 

The content of the magazine contends vehemently for the importance of power & control in society. This 

magazine is a venture which may turn out to be worth to the students, faculty and decision makers in 

academia.  

In these challenging times of rapid technology developments, the research communities needs to 

reinvent itself and make a compelling case to justify investment. In addition, by highlighting the impact 

of power & control on society, this magazine will be instrumental for outreach to the broader public. 

The Impact of Power & Control Technology articulates the value of power & control, for today and for 

the future. In this regard, the magazine is a contribution towards the respective fields, and we hope it 

will serve as a foundation for further such efforts as well.   

 

 

Dr. Prabin Kumar Padhy 

From the Editor Dr. Prabin Kumar Padhy 
Associate Professor 
ECE Department  
PDPM-IIITDM, Jabalpur-482005. 
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I am happy to see that our students of Power & Control lab have taken up a novel and constructive 

initiative to share their research work with entire IIITDMJ community in the form of this e-magazine, that 

will not only allow them to develop writing skills but also make their minds independent from the clutches 

of regular syllabus-oriented learning and provides a platform for developing managerial and editorial 

skills. This first issue is dedicated for introduction of various research problems on which our students are 

working at present. Hence, this will ignite the innovative incoming students to explore upcoming research 

directions in power & control and come up with feasible and affordable solutions of the emerging research 

challenges for the benefit of the society. 

This is just the beginning, and younger students must carry on with continuous improvement to take 

this magazine to the new heights of success and popularity; … beyond the institute, … beyond the state, 

and beyond the nation, at international level of benchmark. Feedback and their implementation will be a 

key for this. 

Wishing all the best for bright future, 

 

 

Dr. Sachin Kumar Jain 

From the desk of Editor 
Dr. Sachin Kumar Jain 
Assistant Professor  
ECE Department  
PDPM-IIITDM, Jabalpur-482005. 
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 INTRODUCTION 
There are three primary objectives for any controller 

design, i.e., minimum Settling time, minimum overshoot 

and Robustness. In addition to this, the interaction 

among the loops is an additional challenge in Multi-

Input-Multi-Output (MIMO) processes over the SISO 

processes. Due to the interactions, the control input of 

one loop also affect the other loops, which makes it 

difficult to control each loop independently [1]. 

Consider a distillation column example, in which, the 

output product concentration is controlled by the 

pressure and temperature of the column. It is difficult to 

control the temperature and pressure with the 

individual controller; because the temperature and 

pressure are related to each other. Therefore, a control 

strategy is required, which provide desired output with 

minimum interactions.  

 DESIGN CHALLENGES 
A basic TITO control strategy is shown in Figure 1; 

where, 𝐺𝑖𝑗(𝑠)  is the process, 𝐶𝑖𝑗(𝑠)  is controller and 

𝐷𝑖𝑗(𝑠)  is decoupler transfer function. The concepts of 

MIMO control systems are generally proved by 

considering Two-Input-Two-Output processes with the 

help of the transfer function matrices, as given bellow,  

 𝐺(𝑠) = [
𝐺11 𝐺12
𝐺21 𝐺22

]. (1) 

The open loop transfer function between the input 

𝑟1(𝑡) and 𝑦1(𝑡), when other loops are closed, is given by, 

 𝐺11
𝑜𝑙 = 𝐺11(𝑠) −

𝐺12(𝑠)𝐺21(𝑠)𝐶22(𝑠)𝐺22(𝑠)

𝐺22(𝑠)(1 + 𝐶22(𝑠)𝐺22(𝑠))
. (2) 

Similarly, the open loop transfer function between 

the input 𝑟2(𝑡) and 𝑦2(𝑡) is given by, 

 𝐺22
𝑜𝑙 = 𝐺22(𝑠) −

𝐺21(𝑠)𝐺12(𝑠)𝐶11(𝑠)𝐺11(𝑠)

(1 + 𝐶11(𝑠)𝐺11(𝑠))𝐺11(𝑠)
. (3) 

Equation (2) and (3) can be simplified as, 

 𝐺11
𝑒𝑓𝑓
(s) = 𝐺11(s) −

𝐺12(𝑠)𝐺21(𝑠)

𝐺22(𝑠)
, (4) 

and  𝐺22
𝑒𝑓𝑓
(s) = 𝐺22(s) −

𝐺21(𝑠)𝐺12(𝑠)

𝐺11(𝑠)
. (5) 

by considering the perfect control approximation, 

i.e., 

𝐶𝑖𝑖(𝑠)

1 + 𝐺𝑖𝑖(𝑠)𝐶𝑖𝑖(𝑠)
= 1. 

The transfer functions, given in (4) and (5), are 

known as Effective Open-loop Transfer function (EOTF). 

It is observed that the EOTF between the respective 

inputs and outputs is affected the other loops transfer 

function, which may have multiple time-delay terms. The 

EOTFs are the complex transfer function, and the 

complexity of the EOTFs are proportional to the 

dimensions of MIMO processes. 

 CONTROLLER DESIGN FOR MIMO 

PROCESSES 

Abstract: Controlling of Multi-Input Multi-Output processes (MIMO) are more challenging than the Single-Input 

Single-Output processes (SISO) due to the loop-interaction. The theory of loop interaction and its measurement 

method are discussed in this paper. 

 

Keywords: MIMO Process, Relative Gain Array, Interaction Measurement, Centralised Control. 

Multi-Input Multi-Output Processes: 

Design and Challenges 
Bharat Verma 
ECE Department  
PDPM-IIITDM, Jabalpur-482005. 
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Several MIMO control strategies are proposed in the 

literature, which are mainly classified into three 

categories: 1) Centralised (multi-loop) design [2]–[5], 2) 

Decoupler based design [6]–[8] and 3) Decentralised 

design [9]–[12]. 

 CENTRALISED CONTROL DESIGN 

The centralised control is a straightforward design 

approach to control MIMO process, in which, a 𝑛 × 𝑛 

MIMO process controlled by total 𝑛2  number of 

controllers, and a PID type centralised controller have 

3𝑛2  design parameters, which makes it a complex 

structure and a complicated design problem [2]–[5], 

[13].  

The block diagram of the Centralised controller is 

given in Figure 2.  

 DECOUPLER BASED DESIGN 

The Decoupling strategy is a smart way to convert the 

MIMO process into the SISO processes by reducing the 

interaction among the loops with the help of a decoupler. 

The decoupler is a 𝑛 × 𝑛 transfer function matrix that is 

derived from the process dynamics and converts 𝑛 × 𝑛 

MIMO process into the 𝑛  SISO processes. Mainly three 

types of decoupling strategies are reported in the 

literature: Ideal decoupling, Simplified decoupling [14] 

and Inverted decoupling [15]. A comparative study of 

Ideal decoupling and simplified decoupling can be found 

in [16].  

The decoupling matrix is selected as, 

 𝐷(𝑠)𝐺(𝑠) = �̂�(𝑠) = [
�̂�11 0

0 �̂�22
], (6) 

where �̂�(𝑠) is resulting diagonal matrix. 

Regardless the advantages of decoupling strategy, its 

implementation has several practical limitations, such as 

causality and complexity. E.g., the simplified decoupling 

strategy required total 𝑛  controllers and minimum 𝑛 

decoupler transfer functions (the number of decoupler 

transfer function will increase if any decoupler design is 

non-causal, see [8]) that will make it more complicated 

than the centralized controller.  

 DECENTRALISED DESIGN 

Regardless the advantages of centralised and 

decoupled strategies, the decentralised control strategy 

is mostly used in industries because of the following four 

main reasons [17]:  

• It required less number of design variable, 

• Simple structure, 

• Better failure tolerance, and 

• A long record of satisfactory performance. 

 

 

FIGURE 1: MULTI-INPUT MULTI-OUTPUT PROCESSES WITH DECOUPLER 
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FIGURE 2: TITO process with centralised controller 
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In decentralised control, the interaction among the 

loops are minimised by proper input-output pairing, and 

𝑛 × 𝑛  MIMO process only needs a 𝑛 number of 

controllers. The input-output pairing is decided by 

measuring the interaction matrices, such as RGA [18] 

and RNGA [19], and Niederlinski Index. 

 

The Niederlinski index (NI) provides a necessary 

condition for loop pairing that has following 

mathematical expression, 

 𝑁𝑖 =
det(𝐾)

∏(𝐾𝑖𝑖)
, (7) 

where, 𝐾 is steady state gain matrix of the process. 

The negative value NI indicates the unstable input-

output pairing and positive value of NI is generally 

preferred and a perfectly decoupled process has unity 

Niederlinski index.  

 

The Relative gain array [18] is a method to identifies 

the interaction between the loops of MIMO process, 

which is described by, 

 Λ = 𝐾 ⊗𝐾−𝑇 , (8) 

where Λ is called relative gain array, 𝐾 is steady state 

gain of process 𝐺𝑖𝑗(𝑠) , ⊗  indicates the multiplication 

element wise and 𝐾−𝑇  represent the inverse of 

transpose of 𝐾. 

 

The RNGA is the modification to RGA [19]. In RNGA, 

integral error (residence time) is used to find new gain 

array, which incorporates process dynamics in RGA and 

that is referred as the Relative Normalised Gain Array 

(RNGA). The integral error (residence time) and the 

RNGA matrices are expressed as 

 𝑇𝑎𝑟 = [𝜎𝑖𝑗] = ∫ 𝑒(𝑡)𝑑𝑡
∞

0

= 𝜃𝑖𝑗 + 𝜏𝑖𝑗 , (9) 

 𝜙 (𝑅𝑁𝐺𝐴) = 𝐾𝑁 ⊗𝐾𝑁
−𝑇 . (10) 

where, 𝐾𝑁 = 𝐾⊙ 𝑇𝑎𝑟  is the normalised steady state gain 

matrix and ⊙ is Hadamard division. 

 

Since, it has been discussed that the EOTFs are a 

complex transfer function and it is difficult to design a 

controller, directly, for them. Therefore, these EOTFs are 

approximated into the conventional FOPDT. The 

approximated transfer function is known as Equivalent 

Transfer function (ETF) that is derived from the RGA and 

RNGA matrices. 

Let us first define the Relative Average Residence 

Time array (RARTA) (also referred as Relative 

Frequency Array (RFA) [20]) that has the following 

expression, 

 Γ = [𝛾𝑖𝑗] = 𝜙 ⊙ Λ. (11) 

Form the definition of RARTA [19], [21], [22], 

 𝛾𝑖𝑗 =
�̂�𝑖𝑗

𝜎𝑖𝑗
, (12) 

that gives, 

 �̂�𝑖𝑗 = 𝛾𝑖𝑗𝜎𝑖𝑗 = 𝛾𝑖𝑗𝜃𝑖𝑗 + 𝛾𝑖𝑗𝜏𝑖𝑗 , (13) 

 �̂� = �̂�𝑖𝑗 + �̂�𝑖𝑗 . (14) 

From (13) and (14) following ETF can be designed, 

 �̂�𝑖𝑗(𝑠) = �̂�𝑖𝑗
𝑒�̂�𝑖𝑗𝑠

�̂�𝑖𝑗𝑠 + 1
, (15) 

where, 

�̂�𝑖𝑗 =
𝑘𝑖𝑗

Λ𝑖𝑗
, (16) 

�̂�𝑖𝑗 = 𝛾𝑖𝑗𝜏𝑖𝑗 , (17) 

 �̂�𝑖𝑗 = 𝛾𝑖𝑗𝜃𝑖𝑗 . (18) 

The Equivalent Transfer Function, given in (15), is 

simplified FOPDT (first order plus Dead Time) transfer 

function of the actual process. The controller, for (15), 

can be designed easily with any existing FOPDT tuning 

rules [12], [23]–[25].  

-1
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21( )G t
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Figure 3: TITO process with decentralised CONTROLLERS 
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 CONCLUSION 
The challenges and design methods for MIMO 

processes are discussed in this paper. A brief 

introduction to loop interaction, interaction 

measurement methods and control strategies are given. 
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 INTRODUCTION 
Prior to 1970, the need for accurate state estimation 

was unsubstantial but as the power system grew 
development of the power electronic devices and their 
inclusion in power system took place then it became 
difficult to carry on the older practices of determining 
the states of the system. Initially, Least square 
estimation was used which remained the choice for 
many researchers over many years but the 
disadvantages like High dependency on the model 
accuracy of the system, not suitable for real-time 
application[1]–[4] less numerical stability forced 
researchers to take their interest to newer algorithms. 
However, these algorithms were suitable for 
supervisory control and data acquisition (SCADA) 
systems, which used remote terminal units (RTUs) for 
data acquisition for wide area monitoring (WAMs). To 
improve the speed of the LSE [5] developed an 
algorithm for state estimation using decoupling 
between active and reactive equations and including an 
estimation of Regulating Transformer ratio [5]provided 
an improvement which decreased estimation time by 
80%. Irving et al.[6] proposed linear programming for 
state estimation but its main disadvantage is that it is 
very difficult to take advantage of sparsity and the 
decoupled phenomena which speed up load flow studies 
this was pointed by [7]. The filter provided a recursive 
near optimal minimum variance estimate of the state of 
the non-linear system. The KF approach is reported to 
have less numerical precision & stability so [8] proposed 
use of square root filters which improved numerical 
reliability and the simulation results were nearly the 
same as conventional KF. 

In recent years KF based algorithm have become 
quite popular because they can give results in real time 

and some modified versions like EKF, UKF can be 
applied on the nonlinear systems which are perfect for 
power system based applications like[9] used UKF to 
determine the states and used them for protection 
schemes. But the problem associated with these 
algorithms is that they need accurate system modelling 
partial or uncertain model can be handled by robust 
iterative KF [10]. 

 STATE ESTIMATION TECHNIQUES 
Many state estimation techniques exist in statistics, 

which are broadly categorized as static and dynamic 

methods as shown Figure 1. State estimation basically 

involves two steps Data acquisition and estimation 

algorithm the complete process is shown in Figure 2 

Abstract: State estimation is an important area required for enabling proper operation and control of the power 

system and its real-time monitoring. Correct knowledge of the states (like rotor angle and speed deviations) 

enables us to develop control schemes to enhance the system stability and reliability. Earlier the power system 

loads were almost constant, and it was a static system as the load models became complex and the power system 

changed to quasi-static or sometimes dynamic it was not computationally possible to use older methods to 

achieve real-time monitoring. Dynamic State Estimation (DSE) techniques use the Dynamic model of the system 

in conjunction with the measurement model which can be used to accurately predict the states in advance. In this 

paper, various algorithms on state estimation are presented, based on the available literature. 

State Estimation

Dynamic Static

Non-Linear ModelLinear Model

• Recursive least 

square estimation

• Weighted least 

square estimation

• Kalman filter

• Extended Kalman 

filter

• Robust iterative 

Kalman filter

• Unscented Kalman 

filter

• H-infinity filter

• Particle filter

• Least square 

estimation

• Linear 

programming

 

Figure 1: Classification of state estimation techniques. 
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which shows a flowchart of how the estimation is done. 

Majorly 

the techniques are recursive in nature and they can 

handle the noise very well these methods use previous 

information of the system and by using observation 

model they are able to predict the state vectors. 

 LEAST SQUARE ESTIMATION 

LSE follows the principle that the most probable 

value of the unknown quantities will be that in which 

the sum of the squares of the difference between 

estimated values and true value is minimized. 

Formulations of LSE are as follows. 

 
𝑦 = 𝐻𝑥 + 𝑣 (1) 

where y is the output vector H is the 

measurement/observation matrix,  𝑥 is the state vector 

and 𝑣 is the noise. Let be the error between the noisy 

measurement and the vector 𝐻�̂� 

 
𝑒𝑦 = 𝑦 − 𝐻�̂� (2) 

After minimizing the error function (cost function) 

we get the estimated state as 

 
�̂� = (𝐻𝑇𝐻)−1𝐻𝑇𝑦 (3) 

 WEIGHTED LEAST SQUARE ESTIMATION 

While doing measurement one may not have full 

confidence in readings due to a different accuracy level 

of the instruments, therefore, raising reliability issues. 

To solve this each instrument is assigned a weight 

depending on the reliability level. 

 
𝑅 = 𝐸(𝑣𝑣𝑇) (4) 

Where R is the weight. The best estimate is given by 

 
�̂� = (𝐻𝑇𝑅−1𝐻)−1𝐻𝑇𝑅−1𝑦 (5) 

 KALMAN FILTER 
Kalman filter is an estimator which uses a set of 

measurements observed over time which may be 

corrupted with noise and conjoins it with the process 

model of the system to get the best estimate. It is 

basically prediction using system model followed by 

correction after measurement update type of problem. 

Suppose we have a linear discrete-time system for each 

time step 𝑘 = 1,2, … . . , g iven as follows  

 
𝑥𝑘 = 𝐹𝑥−1𝑥𝑘−1 + 𝑤𝑘−1 (6) 

 
𝑦𝑘 = 𝐻𝑘𝑥𝑘 + 𝑣𝑘  (7) 

The noise processes 𝑤𝑘−1 and 𝑣𝑘 are white, zero-mean, 

uncorrelated, and have known covariance matrices 

𝑄𝑘and 𝑅𝑘 respectively. 

 
𝑃𝑘
− = 𝐹𝑘−1𝑃𝑘−1

+ 𝐹𝑘−1
𝑇 + 𝑄𝑘−1 (8) 

 
�̂�𝑘
− = 𝐹𝑘−1�̂�𝑘−1

+  (9) 

 
𝐾𝑘 = 𝑃𝑘

−𝐻𝑘
𝑇(𝐻𝑘𝑃𝑘

−𝐻𝑘
𝑇 + 𝑅𝑘)

−1 (10) 

 
�̂�𝑘
+ = �̂�𝑘

− + 𝐾𝑘(𝑦𝑘 −𝐻𝑘 �̂�𝑘
−) (11) 

 
𝑃𝑘
+ = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘

−(𝐼 − 𝐾𝑘𝐻𝑘)
𝑇 + 𝐾𝑘𝑅𝑘𝐾𝑘

𝑇 (12) 

 EXTENDED KALMAN FILTER 
Extended Kalman filter[11] is based on the 

linearizing the non-linear system. This is done by 

linearizing the system around a nominal state 

trajectory and the Kalman filter estimate is considered 

as the nominal state around which we can linearize the 

system. Consider the nonlinear process and 

observation as: 
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FIGURE 2: Flow Chart Showing the Process of State 

Estimation. 
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𝑥𝑘 = 𝑓𝑘−1(𝑥𝑘−1, 𝑢𝑘−1, 𝑤𝑘−1) (13) 

 
𝑦𝑘 = ℎ𝑘(𝑥𝑘 , 𝑣𝑘) (14) 

 

1. Compute the following partial derivative 
matrices 

 

𝐹𝑘−1 =
𝜕𝑓𝑘−1
𝜕𝑥

|𝑥𝑘−1
+

𝐿𝑘−1 =
𝜕𝑓𝑘−1
𝜕𝑤

|𝑥𝑘−1
+

 (15) 

2. Perform the time update state estimate and the 
error covariance as follows: 

 
𝑃𝑘
− = 𝐹𝑘−1𝑃𝑘−1

+ 𝐹𝑘−1
𝑇 + 𝐿𝑘−1𝑄𝑘−1𝐿𝑘−1

𝑇  (16) 

 
�̂�𝑘
− = 𝑓𝑘−1(�̂�𝑘−1

+ , 𝑢𝑘−1, 0) (17) 

3. Compute the following partial derivative 
matrices: 

 

𝐻𝑘 =
𝜕ℎ𝑘
𝜕𝑥

|𝑥𝑘
−

𝑀𝑘 =
𝜕ℎ𝑘
𝜕𝑣

|𝑥𝑘
−

 (18) 

4. Perform the measurement update of the state 
estimate and estimation- error covariance as 
follows: 

 
𝐾𝑘 = 𝑃𝑘

−𝐻𝑘
𝑇(𝐻𝑘𝑃𝑘

−𝐻𝑘
𝑇 +𝑀𝑘𝑅𝑘𝑀𝑘

𝑇)−1 (19) 

 
�̂�𝑘
+ = �̂�𝑘

− + 𝐾𝑘[𝑦𝑘 − ℎ𝑘(�̂�𝑘
−, 0)] (20) 

 
𝑃𝑘
+ = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘

− (21) 

However, this algorithm has a drawback that 

linearizing the nonlinear system dynamics and 

observation models may introduce errors in the 

estimation of the state and in some cases, the filter may 

diverge for highly nonlinear function[12]. 

 UNSCENTED KALMAN FILTER 
An unscented transformation[11] is based on two 

fundamental principles. First, it is easy to perform a 

nonlinear transformation on a single point (rather than 

an entire probability density function). Second, it is not 

too hard to find a set of individual points in state space 

whose sample pdf approximates the true pdf of a state 

vector. 

Taking these two ideas together, suppose that we 

know the mean  �̅� and covariance P of a vector 𝑥. We 

then find a set of deterministic vectors called sigma 

points whose ensemble mean and covariance are equal 

to �̅� and P we next apply our known nonlinear function 

𝑦 = ℎ(𝑥)  to each deterministic vector to obtain 

transformed vectors. The ensemble mean and 

covariance of the transformed vectors will give a good 

estimate of the true mean and covariance of y [11]. 

Consider the non-linear system described by Equation 

13 and 14. Sigma points are generated as: 

 
�̂�𝑘−1
(𝑖)    = �̂�𝑘−1

+ + �̃�(𝑖) 𝑖 = 1,⋯ ,2𝑛 (22) 

 
�̃�(𝑖)     = (√𝑛𝑃𝑘−1

+ )
𝑖

𝑇

  𝑖 = 1,⋯ , 𝑛 (23) 

 
�̃�(𝑛+𝑖) = −(√𝑛𝑃𝑘−1

+ )
𝑖

𝑇

  𝑖 = 1,⋯ , 𝑛 (24) 

Each sigma point is passed through the model of 

state evolution   to obtain the predicted-state sigma 

points given: 

 
�̂�𝑘
(𝑖)
= 𝑓(�̂�𝑘−1

(𝑖)
, 𝑢𝑘, 𝑡𝑘) (25) 

Subsequently, the weighted mean and covariance of 

the predicted sigma points �̂�𝑘
(𝑖)

  and 𝑃𝑘
−. 

 
𝑥𝑘
− =

1

2𝑛
∑�̂�𝑘

(𝑖)

2𝑛

𝑖=1

 (26) 

 
𝑃𝑘
− =

1

2𝑛
∑(�̂�𝑘

(𝑖)
− �̂�𝑘

−)

2𝑛

𝑖=0

(�̂�𝑘
(𝑖)
− �̂�𝑘

−)𝑇 (27) 

Use the known nonlinear measurement equation 

ℎ(. )  to transform the sigma points and consequently 

the weighted mean of the predicted measurement �̂�𝑘
(𝑖)

 , 

the corresponding covariance matrix 𝑃𝑦  and the cross-

covariance matrix 𝑃𝑥𝑦   are given as: 

 
�̂�𝑘 =

1

2𝑛
∑�̂�𝑘

(𝑖)

2𝑛

𝑖=1

 (28) 

 
𝑃𝑦 =

1

2𝑛
∑(�̂�𝑘

(𝑖)
− �̂�𝑘 )

2𝑛

𝑖=1

(�̂�𝑘
(𝑖)
− �̂�𝑘)

𝑇 + 𝑅𝑘  (29) 

 
𝑃𝑥𝑦 =

1

2𝑛
∑(�̂�𝑘

(𝑖)
− �̂�𝑘

−)

2𝑛

𝑖=1

(�̂�𝑘
(𝑖)
− �̂�𝑘)

𝑇 (30) 
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Finally, the measurement update of the state 

estimate can be performed using the normal Kalman 

filter equations as shown in the equation below: 

 
𝐾𝑘 = 𝑃𝑥𝑦𝑃𝑦

−1 (31) 

 
�̂�𝑘
+ = �̂�𝑘

− + 𝐾𝑘(𝑦𝑘 − �̂�𝑘) (32) 

 
𝑃𝑘
+ = 𝑃𝑘

− − 𝐾𝑘𝑃𝑦𝐾𝑘
𝑇 (33) 

 

 KEY ISSUES AND CHALLENGES 
State estimation is especially important for real-

time operation and control of power system it is 

important to know the estimated states for other 

controllers and devices (like relays). State estimation 

should be fast so that it can be applied in real time, 

highly accurate for better reliability, less complex for 

practical implementation. Nowadays power system is 

becoming highly dynamic and complex in nature, so the 

estimation algorithm should be adaptive. The 

estimation algorithm should be robust against 

measurement noise. The key challenges and issues in 

power system state estimation are as follows: 

TABLE 1 : State Estimation Techniques 

Technique 
Key-

References 
Merits Demerits Applications 

LSE [5], [6], [13] 
• Simple. 

• Fast. 

• System state space model is 

not accounted. 

• Tend to smear the effect of 

bad data. 

• Used in static state 

estimation. 

WLS [14]–[18] 

• Utilizes even less. 

accurate measurements 

• Fairly accurate. 

• Affected by measurement 

type, location and error 

• Requires excessive storage. 

• Commonly used in 

industries. 

RLSE [19]–[22] 

• Simple structure. 

• Less computation 

demanding. 

• Not robust against noise. 

• Moderate dynamic 

performance. 

• Online state estimation. 

• Simplified state space 

identification 

KF [23]–[25] 

• Robust against noise. 

• Ability to track time 

varying parameters. 

• State modelling is critical. 

• Priory information of process 

is needed. 

• Noisy time-varying process. 

• Online linear dynamic 

estimation applications. 

EKF [26]–[31] 

• Suitable for non-linear 

process. 

• Performs even after 

topological changes. 

• Performance depends on 

measurement update rate 

• Diverges as error between 

actual measurement and the 
one derived from predicted 

state increases. 

• Widely used for power 

system state estimation. 

• Successfully tracks dynamic 

states 

RIKF 
[10], [32]–

[35] 

• Good at rejecting 

repetitive disturbances 

• Improve the estimation 

performance from batch 

to batch. 

• Complex problem 

formulation. 

• Robustness depends on 

calculation of outliners. 

• Tackles the nonlinearity 

involved in repetitive 

processes 

UKF 
[30], [36]–

[41] 

• Estimation without 

linearizing with same 

computational effort as 

of EKF 

• High performance under 

very nonlinear systems 

• Sigma points are 

deterministically chosen, so 

that certain properties of 
these points do not match 

those of the prior distribution 

• May lead to numerical 

instability 

• Adaptive relaying and 

protection. 

• Predictive control of electric 

machines. 

Particle filter [42]–[47] 

• Better accuracy 

particularly for highly 
non-linear systems 

• Can be applied on 

systems with non-
Gaussian noise 

• Computational burden is very 

high 

• Due to high complexity 

difficult to implement 

• Provide accurate global 

estimation 
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1. Power system modelling is the major issue in 
implementing the state estimation and it is 
further complicated by frequently varying 
loads, the inclusion of power electronic devices 
and integration of non-renewable energy 
source into the grid. 

2. Measurements from instruments are very 
often polluted with noise and these data affects 
the state estimation techniques especially 
WLS, LP, and RLSE. 

3. The computational effort required by the 
techniques like EKF, UKF, RIKF, and PF is 
considerably high which makes them difficult 
and expensive to implement, but in return, 
these algorithms give  

4. good accuracy for nonlinear systems as shown 
in Figure 3. 

5. Presently for wide area monitoring (WAMs) 
phasor measurement units (PMUs) are used 
which are easily corrupted by harmonics in the 
system so this corrupted data will lead to 
incorrect estimation of states. 

6. Applications like Power system protection fast 
estimation so that relay settings could be 
quickly configured, and circuit breakers can be 
prevented from false or no tripping. If the 
computational time of the algorithms is 
reduced, then it would be beneficial to more 
dynamic problems which require fast 
response. 

 CONCLUSION 
A comprehensive literature survey is carried out on 

the power system state estimation techniques, 

advantages, disadvantages and problems related to 

each technique is also presented. These algorithms are 

the foundation of state estimation and their 

advancements will provide more accurate, fast and 

stable estimates which can be fed to various other 

control schemes related to power system operation. 

Least square has been the first choice for state 

estimation for years because of its simplicity but in 

today's scenario they don't fit so KF and particle filter-

based techniques are becoming popular among 

researchers because it is robust and simple which is 

making them a better technique for state estimation. 
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 INTRODUCTION 
The idea behind development of ANN (artificial 

neural networks) has its roots in neurobiology. The 
topology and functionality of ANN has motivated by the 
architecture of the human brain. Rumelhart et al. [1] 
proposed the multilayer perceptron (MLP), which is a 
network that builds upon the McGulloch and Pitts' [2] 
model of neurons and Rosenblatt’s [3] perceptron model. 
Another interesting view presented in Lippmann [4], and 
Lapedes and Farber [5] is that the network provides an 
approximation to an underlying function.   

With the evolution of intelligent control systems in 
the present millennium, plant modeling has undergone a 
shift from modeling by using first principles (physical 
laws) to the data driven approaches. This has resulted in 
applying polynomial approximation methods to neural 
networks, such as Volterra polynomial network [6] and 
the orthogonal network [7]. The application of wavelet 
transforms to neural networks [8] has also derived its 
inspiration from function approximation. Neural 
networks have been widely applied to many areas such 
as classification [9], filtering [10], identification [11-13], 
communication [14], etc. 

 This paper concerns about the use of ANN in 
parametric identification only. Considering the fact that 
the parametric identification using ANN is very tedious 
task because of its complex and non-unique topological 
structure. As the parametric identification of process, 
dynamics plays a vital role in design and tuning of 
controller parameters. Therefore, the data driven ANN 
based parametric identification of unknown process 
models utilized effectively in process industry. The rest 
of the paper organized as follows. In Section 2, the 
parametric ANN identification methods have discussed. 
In next Section, 3 the proposed idea has been introduced 
and conclusions are drawn in Section 4. 

 ANN METHODS OF PARAMETRIC 

IDENTIFICATION 
Out of many research publications in the domain of 

ANN identification, only a few developed the 
mathematical relationship between the ANN weights and 
the parameters of the identified systems. 

Fung et al. [15] developed an algorithm, which maps 
ANN into the GFRF (generalized frequency response 
functions). Which involves the training time neural 
network to transform into frequency domain. However, 
their work was general and mathematically involved, 
which did not provide a clear approach for model 
development and the developed model is very sensitive 
to network topology and training parameters. 

Chon and Cohen [16] estimated the parameters for 
linear and nonlinear ARMA models using neural network 
weights. In their work, the ANN architecture is a MLP 
(multilayer perceptron) with polynomial activation 
function in hidden layer. However, their work was 
restricted to polynomial activation functions and the 
accuracy of identification depends upon exact model 
order selection and the number of hidden units used in 
the ANN architecture. 

Lopez and Caicedo [17] used MLP for parametric 
identification. In their research, they have not discussed 
the complexity issue of MLP parameterization on how to 
choose the number of layers and number of neurons for 
a specific system identification. 

Fei et al. [18] proposed a linear recurrent neural 
network for the identification of multi-variable systems, 
but their identification accuracy depends upon the choice 
of learning algorithm and corresponding learning rate.  

Tutunji [19] used multilayer feed-forward ANN for 
parametric identification by utilizing linear as well as 
nonlinear activation functions in hidden layer. However, 

Abstract: This paper presents brief discussion of parametric identification and modelling of unknown system 

dynamics using ANN (Artificial Neural Networks). Various ANN architectures and learning methods that 

developed throughout the years depending upon the need of application and computation capabilities been 

discussed briefly, including essential properties only, to cover the major objective of the work. The paper 

concludes with some thoughts on future requirements and possible developments ANN identification and 

modelling. 
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he linearized the nonlinear activation at zero using 
Taylor’s series approximation, which brings inaccuracy 
in results. 

 

 PROPOSED IDENTIFICATION TECHNIQUE 
 This section introduces  proposed ANN method 

to identify an unknown stable process, which is 
motivated by [16] and [19]  and uses linear activation 
function and ability to estimate delay in the system. Fig. 1 
shows the proposed ANN topology for identification of 
unknown systems in the form of FOPDT models. The 
proposed ANN has three layers (input, hidden and 
output). The input layer uses total 𝑚 number of neurons 
out of which (𝑚 − 1)   neurons are used by input lag 
terms and remaining one neuron is used by feedback 
output unit sampled delay term. The hidden layer uses 𝑝 
number of neurons and each hidden neuron are 
connected to each input neurons through a dedicated 
network weight.  

The output layer has one neuron that has p number of 
incoming weighted links from hidden nodes. All neurons 
in each layer use linear activation function to produce the 
output. The simplified equivalent ANN structure of Fig. 1, 
shown in Fig. 2 and the estimated output is given by the 
following expression as, 

 

�̂�(𝑛) =∑((𝑤1𝑗
𝑖 𝑤𝑗

ℎ)𝑥(𝑛)+. . . +(𝑤𝑚𝑗
𝑖 𝑤𝑗

ℎ)�̂�(𝑛 − 1))

𝑝

𝑗=1

. (1) 

In the difference, equation form of (1) �̂�(𝑛)  and  
�̂�(𝑛 − 1) are 𝑛𝑡ℎ  and (𝑛 − 1)𝑡ℎ  estimated sampled 
outputs respectively and 𝑥(𝑛)  to 𝑥(𝑛 − 𝑑)  are 𝑛𝑡ℎ and 
(𝑛 − 𝑑)𝑡ℎ sampled inputs respectively. The neural 
network weights are optimized through supervised 
learning using Levenberg Marquardt algorithm [20]. 

 CONCLUSION 
  This paper discusses about the main contributions 

along with their limitations in producing transparent 
models using ANN. The accuracy of parametric 
identification using ANN is mainly depends upon the 
choice of network architecture and parameter optimizing 
algorithm. As the parametric identification, using ANN 
can give us flexibility in simple, accurate, fast and 
adaptive controller design for the underlying systems. 
Therefore, it has seen as a good alternative of system 
identifier in process industries. The proposed method 
gives us a simple idea to identify systems in terms of 
discrete equations using neural networks. The future 
contributions in this field can be towards development of 
techniques to include delays, controller tuning within the 
ANN structure etc. 
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 INTRODUCTION 
Non-renewable energy sources like oil, coal, natural 

gas is estimated to be extinct by the twenty-second 
century. Hence, optimal usage of energy source by 
avoiding any unnecessary power wastage is required, 
which makes load monitoring and load management an 
inevitable part of power system management. On-
Intrusive Load Monitoring has been an active research 
area since the mid-1980s.Fig. 1 schematically shows the 
concept of the NILM. George W. Hart [1] is widely 
recognized as the founder of NILM with his research at 
MIT conducted for the Electric Power Research Institute 
(EPRI). His work was based on a change in steady-state 
real and reactive power consumption levels. It lacks the 
nonintrusive monitoring of continuously variable 
appliances. Leeb et al. [2], [3], coined a new technique for 
monitoring using transient event detection. The transient 
behavior of a typical electrical load is strongly influenced 
by the physical task that the load performs. [3] extends 
the applicability of the NILM to challenging commercial 
and industrial sites. The key to disaggregation based on 
the power signatures which are unique for individual 
devices is explained in [4], [3]. Unlike direct appliance, 
monitoring approaches, with the advancement in smart 
metering [5] [6] [7] [8], it is more flexible and convenient 
to mine smart meter data to generate load models at 
device level non-intrusively and generalize to all 
households with smart meter ownership. 

 LOAD SIGNATURES 
The early techniques usually disaggregate the loads 

based on the distinct electrical features of individual 
appliances called as Power or Load Signatures (PS). From 
data acquisition point of view, NILM can be categorized 

into low-frequency and high-frequency based metering. 
Low frequency-based metering extracts electrical 
features like real and reactive powers, and root-mean-
square voltage and current. High frequency-based 
metering allows extracting current harmonics and then 
performing a transient state analysis where loads are 
identified by their spectral or wavelet analysis [2]. The 
most common among them are Real and Reactive power 
[1], Electric harmonic [9], the Transient pattern at start-
up [2], V-I trajectory analysis from voltage and current 
wave-shapes [10] and others. 

Within the non-intrusive signatures, there is a natural 
dichotomy according to whether information about the 
appliance state change is continuously present in the load 
as it operates (steady-state signatures) or only briefly 
present during times of state transition (transient 
signatures).  

 STEADY STATE SIGNATURES 
Hart used the real(P) and reactive(Q) power 

variations in P-Q plane [1] for detection. But devices may 
have discrete changes in power consumption, 
overlapping of loads due to voltage variations, and also 
many loads may consume same P and Q. In [11], Akbar 
and Khan use current harmonics as PS leaving linear 
loads vulnerable, due to their low harmonic contents. 
Albicki and Cole [12] used slopes and edges as PS, but 
only suitable for devices with significant spikes in power 
draw. Lam et al. [2] have proposed to employ V-I 
trajectory curves for labelling different loads but not yet 
been successfully applied to a NILM system. 

 TRANSIENT SIGNATURES 
Leeb et al. in [2] use concept of spectral envelope (SE) 

which is a vector of first several coefficients of the short-
time Fourier transform (STFT) of the transient current 

Abstract: From past several years, Non-Intrusive Load Monitoring (NILM) played a crucial role in energy 

management where the unique load signatures are used to classify different loads with the use of single smart meter 

data, which makes it less expensive. Disaggregation using NILM includes different algorithms and classification 

techniques, like Wavelet Transform Analysis, Waveform based Modelling, and Basic Power Analysis which uses unique 

extraction features, say, current waveform (CW), active/reactive power (PQ), harmonics (HAR), instantaneous power 

waveform (IPW), eigenvalues (EIG) and switching-transient waveform (STW). This paper discusses the developments 

and challenges of NILM.  
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signal. This method detects many appliances but has to 
go through rigorous training for each device before the 
process of monitoring and classification. Patel et al. [13] 
used electric noise as PS caused by switching of loads in 
a socket for transient signal, however electrical wiring in 
the household may be different for different sockets leads 
to incorrect detection of the same appliance. Yang et al. 
[14] employed turn-on transient energy feature for 
detection. However, it requires high sampling rate for 
capturing the transients (occur for short time). 

 EVENT DETECTION 
A typical event-based NILM approach consists 

broadly of four processes: power measurement, event 
detection, event classification, and energy estimation. By 
monitoring the electrical activity in the home (i.e., power 
measurements), the system attempts to detect when an 
appliance has changed its state by looking for changes in 
this signal (event detection) and then attempts to 
determine which appliance caused this change 
(classification) in order to track its electric power 
consumption (energy disaggregation). 

 

 CLASSIFICATION TECHNIQUES 
It is observed that the outputs (appliances) are 

correlated to their usage. In this section, different 
classification techniques are mentioned to converge to a 
choice of suitable classification techniques which can 
model the requirement of the classification system. 

• Multi-label classification: 

1. Binary Relevance 

2. Label Powerset 

3. The Decision Tree Learner 

4. The Support Vector Machine algorithm 

• The K-Nearest Neighbours classifier: 

5. Euclidean Distance   

6. Dynamic Time Warping  

7. Temporal Correlation 

• Hidden Markov Model-based classification 

 CHALLENGES  
Researchers have been working on the NILM problem 

for the last two decades. The challenges to a NILM 
problem is both technical and social. 

Technically, it is built on top of the premise that the 
study of how the variation over time of the global energy 
consumption of a building can lead to information about 
the appliances that have advocated these changes. Most 
of the approaches were based on signal processing at a 
high sampling rate (1 second typically) to evaluate the 
appliance load signature and subsequently to use pattern 
recognition techniques for identification of previously 
trained classifiers. This requires the installation of a 
sensor for each appliance within the house and is then 
naturally restricted by this important system of load 
monitoring (without speaking about the cost). Also, the 
cost benefit for the user has to be carefully analysed 
before developing this kind of solution. The appliance 
usage being different from one user to the other, the 
variability of consumption patterns is not compatible 
with a systematic benefit. 

Socially, a major hurdle in the NILM research is the 
privacy concerns of the user as the appliance usage can 
be co-related with user behaviour. For example, the time 
at which the lights are shut down can be assumed to be 
the sleeping time of the inhabitant. 

Finally, a non-intrusive method which works for all 

the range of appliances within the house is yet to be 

developed. 

 APPLICATIONS 
• From a short-term perspective, load 

disaggregation provides a detailed 24-hour 
usage summary of individual loads to help utility 
clear daily transactions. 

• From a long-term perspective, the historical 
daily usage database of individual loads forms 
the basis of study on day-ahead load forecasting 
and usage behaviour. 

• Real-time load identification promises the 
energy balance control in buildings. 
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 INTRODUCTION 
Conventionally, SCADA (Supervisory Controlled and 

Data Acquisition system) is used for power system 

monitoring and control. It comprises of RTUs (Remote 

Terminal Unit) or RTDs (Remote Terminal Devices) 

which are installed at the remote end in power 

substation fetching analog data through CTs (Current 

Transformer) and PTs (Potential Transformer). After 

processing this data, estimated phasor frames are sent 

to control centre, through various communication 

channels.  

Communication channels like Fibre optics cables, 

Microwave link, Ethernet, PLC (Power Line carrier), and 

the telephone lines can be used for data communication. 

Since associated delay with fiber optic cable and 

microwave link is least (approx. 100-150 millisecond) 

therefore these are normally used. 

Conventional SCADA based monitoring is not 

applicable for WAMS (Wide Area Monitoring System)[1] 

because its resolution is quite low 2-4 samples per 

second, therefore it does not provide dynamic and 

transient state observability.  Also, here we get no 

information regarding phase angle of bus voltage which 

is a major indicator of system stress.  

However, it is very difficult to replace SCADA 

completely with WAMS as it is currently not possible 

mainly due to the prohibitive reinforcement and 

maintenance cost. SCADA and WAMS will coexist and 

complementarily support the wide-area monitoring and 

control in electric transmission networks. 

 PHASOR MEASUREMENT UNIT 
PMUs (Phasor Measurement Units) are providing a 

promising future for wide area monitoring by estimating 

high resolution synchronized phasors. For monitoring 

and control of power system as well as for planning, 

load/ generation balance,[2] frequency and ROCOF 

(Rate of change of Frequency) is also very crucial. 

Through estimated phasors, this information can also be 

determined. 

The concept of phasor was introduced by Charles 

Proteus Steinmetz in 1893 in a paper for symmetrical 

fault analysis of unsymmetrical fault current. Extension 

of this concept by Dr. Arun G. Phadke and Dr. James S. 

Thorp at Virgina Tech[3] [4] resulted in an estimation of 

real-time phasor measurements that are synchronized 

[1] to an absolute time reference provided by GPS 

satellites. This led to the invention of Phasor 

Measurement Unit (PMU) in 1988.  

Abstract: The power system is very large, complex and integrated system and is all exposed to the environment. As it 

is exposed to the environment it is subjected to environmental changes like the wind, rain, lightning, ice loading etc. 

Apart from these environmental changes, it is also subjected to operational changes like switching, load variation, an 
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The first commercially available PMUs were 

manufactured by Macrodyne (Model 1690) in the early 

1990s. As of July 2017, more than 2000 PMUs have been 

deployed in the US. 

Different companies, which are manufacturing PMUs, 

are Virginia Tech lab, Microdyne, ABB, SEL, GE, AMETEK 

etc. PMUs are strictly made in compliance with IEEE 

standards C37.118.1,2[5] that are providing compliance 

standard under steady-state and dynamic condition 

separately. 

PMU is a device that produces synchronized phasor, 

frequency and rate of change of frequency from analog 

voltage and current signals obtained from CTs and PTs 

installed in substations. This information is sent as a set 

of frames with reporting rate 10-25-50 frames/sec for 

50 Hz system and 10-12-15-20-30-60 frames/sec for 60 

Hz system. Each frame comprises of voltage and current 

phasor (3-phases), voltage and current sequence 

component, frequency and rate of change of frequency, 

circuit breaker status. This information from different 

PMUs installed on different buses is send to PDC (Phasor 

data concentrator). PDCs concentrate this data and 

further send to higher PDCs and control center, for 

taking the necessary control action. 

PMUs are manufactured for protection and 

measurement applications. Protection applications 

require fast response, therefore relatively shorter 

window length is used for phasor estimation and an anti-

aliasing filter are not explicitly used. For measurement 

application, accuracy is important, therefore relatively 

longer window length with anti-aliasing filter is 

explicitly used for phasor estimation. 

 CHALLENGES WITH ALGORITHMS USED  
PMUs find wider application for both online and 

offline monitoring of power system. Offline applications 

include model validation and post-disturbance analysis. 

Online application includes wide area monitoring, state 

estimation, oscillation monitoring, frequency stability 

monitoring and voltage stability monitoring. If PMU 

estimations are not accurate then all these applications 

which rely on PMU data will subsequently be get 

affected. 

Working and operation of PMUs are strictly governed 

by the algorithm being used with these devices. The 

input to this algorithm is given from CTs, PTs and time 

synchronized GPS system which are not accurate under 

all conditions. Therefore, algorithm used inside PMU 

must be highly accurate and precise. Initially focus area 

of phasor application was protection devices therefore 

most of the paper published have suggested algorithm 

for relay protection. 

An algorithm based symmetrical component for 

protecting a transmission line was introduced by 

Phadke, A.G., Hlibka et al. It was very efficient algorithms 

for computing symmetrical components of three-phase 

voltages and currents & calculation of positive-sequence 

voltages and currents. This gave an impetus for the 

development of modern phasor measurement systems. 

A paper [6]published by Phadke, A.G., Thorp, J.S, and 

Adamiak, M.G    identify the importance of positive-

sequence voltage and current phasor measurements, 

and some of the uses of these measurements. This paper 

can be viewed as the starting point of modern 

synchronized phasor measurement technology. 

Initially, DFT and non-DFT based algorithms were 

used for phasor and frequency estimation. These 

include[7] Level crossing, [8]Kalman filtering, 

[9]Newton algorithm, Adaptive neural network,[10] 

Recursive least squares, Extended Kalman filtering, 

Recursive wavelet etc. These were basically non-

parametric approaches. 

 FUNDAMENTAL OF FFT BASED 

APPROACHES 
 A waveform consists of signals of different 

frequencies, therefore extracting nominal or 

fundamental frequency from a given signal in an analysis 

and then representing it by a phasor is a difficult task. 

Practically only pure sinusoid can be represented by 

Phasor and   for extracting a single frequency component 

Fourier transform is used. In discrete domain, this is 

called discrete Fourier transform (DFT) or the fast 

Fourier transform (FFT). 

 For continuous time function x(t) the Fourier 
transform is given by, 

 𝑋(𝑓) = ∫ 𝑥(𝑡)

+∞

−∞

𝑒 −𝑗2𝜋𝑓𝑡 𝑑𝑡 (1) 

To have sampled value of function, impulse function 

δ(t) is used, 

𝒙(𝒕) = ∫ 𝜹(𝒕 − 𝒕𝟎)

+∞

−∞

𝒙(𝒕)𝒅𝒕 
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After getting sampled data signal of given signal x(t), 

its Fourier transform is determined in the frequency 

domain at discrete steps.  

In non-recursive approach, phasor calculation is a 

continuous process, as new data samples are acquired 

new phasor will be updated. When the Nth sample has 

obtained the calculations for the new data window 

would be repeated, that begins at n = 1 and ends at n = 

N. Therefore the (N-1)th & Nth value of estimated 

phasors  are given by, 

𝑋𝑁−1 =
√2

𝑁
∑𝑥𝑛[𝑐𝑜𝑠(𝑛𝜃) − 𝑗𝑠𝑖𝑛(𝑛𝜃)]

𝑁−1

𝑛=0

𝑋𝑁 =
√2

𝑁
𝑥𝑛+1∑[𝑐𝑜𝑠(𝑛𝜃) − 𝑗𝑠𝑖𝑛(𝑛𝜃)]

𝑁−1

𝑛=0

. 

where, N is the number of samples per cycle. 

In recursive approach, to determine the value of the 

succeeding phasor, only phasor estimation of a new 

sample with a recursive update is required. Hence the 

(N–1)th and (N)th  phasors here are   given by, 

𝑋𝑁−1 =
√2

𝑁
∑ 𝑥𝑛𝑒

−𝑗𝑛𝜃

𝑁−1

𝑛=0

𝑋𝑁 =
√2

𝑁
∑ 𝑥𝑛+1𝑒

−𝑗𝑛𝜃

𝑁−1

𝑛=0

. 

Recursive and non-recursive phasor estimation 

algorithms are more accurate as compared to FFT, but 

recursive algorithm is computationally fast. Therefor it 

is a preferable choice in commercial PMUs. 

Frequency tracking technique by [7]C. T. Nguyen and 

K. Srinivasan, based on level crossing was developed. 

This technique was simple but insensitive to noise, the 

presence of DC component & harmonics in the signal. 

Kalman filtering[8] based fast relaying technique was 

developed by[11] H. G. Wood, N. G. Johnson, and M. S. 

Sachdev. It was good for noise rejection but were 

insensitive to harmonics.  

DFT and non-DFT based algorithm being accurate 

but computationally slow. Most of the presented 

algorithms consider a static model for the phasor whose 

amplitude, phase and frequency are constant in an 

observation window.  The inability of these algorithms 

in tracking significant changes and large frequency 

excursions led to the introduction of dynamic phasor 

estimation methods. 

[12]Sadegh Vejdan, Majid Sanaye-Pasand, and P. 
Malik proposed dynamic phasor estimation technique. 
This method uses the signal model under dynamic 
conditions, linearize them by using Taylor’s series 
expansion and estimate the phasor using the least 
squares technique. Frequency and its rate of change are 
also calculated using adjacent phasors with minimum 
complexity. 

Least square approach gives the overall solution by 

minimizing the sum of the squares of the errors   made 

in the result of every single equation i.e., 

∑ 𝑒[𝑖]2
𝑛2

𝑖=𝑛1

 

Let desired output sequence be d[n], input sequence 

x[n], filter coefficient h[n], We have to design h[n] to 

derive desired output 

𝑑[𝑛] = ∑ ℎ[𝑘]𝑥[𝑛 − 𝑘]

𝑀−1

𝑘=0

+ 𝑒[𝑛] ← 𝑒𝑟𝑟𝑜𝑟 

For given x[n], d[n] we have to find h[n] to minimize 

‘e’ 

(

𝑒[0]
      ⋮
      ⋮

𝑒[𝑛 − 1]

)

= (

𝑑[0]
     ⋮
     ⋮

𝑑[𝑛 − 1]

)

−

(

 
 

𝑥[0]            𝑥[−1]    𝑥[−2]   ⋯

𝑥[1]          𝑥[0] 𝑥[−1]…

𝑥[2]          𝑥[1] 𝑥[0]  ⋯
       ⋮           ⋮         ⋮

𝑥[𝑁 − 1]𝑥[𝑛 − 2]⋯    ⋯        𝑥[𝑁 − 𝑚])

 
 
(

ℎ[0]
       ⋮
       ⋮

ℎ[𝑚 − 1]

)    

 It is standard approach in regression analysis to approx. 

the solution of an overdetermined system. 

In parametric approach another effective and 

powerful method is[13] Metrix pencil method. Matrix 

Pencil Method being more robust to noise in the sampled 

data has a lower variance of the estimates of the 

parameters of interest than a polynomial-type method 

like Prony’s method and is also computationally more 

efficient. The method of approximating     a function by a 

sum of complex exponentials was first developed by 

Prony in 1795, and further developed in 

The basic difference between the polynomial and 

matrix pencil method is that the “polynomial” method is 

a two-step process in finding the poles, z. For a 
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polynomial method, one needs to solve a matrix 

equation for the coefficients of a polynomial, whose 

roots provide z. Whereas the “matrix pencil” approach is 

a one-step process. The poles z, are found as the solution 

of a generalized eigenvalue problem Hence, there is no 

practical limitation on the number of poles, M, that can 

be obtained by this method. 

 In contrast, for a polynomial method it is difficult to 

find roots of a polynomial for, say, M greater than 50. The 

Matrix Pencil approach is not only more computationally 

efficient, but it also has better statistical properties for 

the estimates of z, than the “polynomial” method. 

Therefore, this approach is providing an alternative to 

researchers for phasor and frequency estimation. 

 PERFORMANCE EVALUATION 
Performance evaluation of different suggested 

algorithm is being done on the basis of certain 

parameters which governs the overall efficiency of the 

algorithm. 

These parameters are frequency, the rate of change 

of frequency (ROCOF), the rate of change of frequency 

error (RFE) and total vector error (TVE). These are 

evaluated from estimated phasor under different test 

condition such as off-nominal frequency, in presence of 

harmonics, in presence of noise, frequency ramp etc., as 

per IEEE standards C37.118.1,2. 

TVE (total vector error) is an expression of the 

difference between a “perfect” sample of a theoretical 

synchrophasor and the estimate given by the unit under 

test at the same instant of time. The value is normalized 

and expressed as per unit of the theoretical phasor. As 

per IEEE standard the maximum value of TVE should not 

be more than 1%. 

 𝑇𝑉𝐸(𝑛) =
√
(�̂�𝑟(𝑛) − 𝑋𝑟(𝑛))

2 + (�̂�𝑖(𝑛) − 𝑋𝑖(𝑛))
2

(𝑋𝑟(𝑛))
2 + (𝑋𝑖(𝑛))

2
  

Where, �̂�𝑟(𝑛) and �̂�𝑖(𝑛)  are the sequences of 

estimates given by the unit under test, 𝑋𝑟(𝑛)  and Xi(n) 

are the sequences of theoretical values of the input signal 

at the instants of time (n). 

 CONCLUSION 
For accurate phasor and frequency estimation 

modelling of signal, presence of noise and harmonics are 

very crucial. Most of the researcher have consider 

separate model for pre and post fault conditions and 

then their performance is evaluated in presence of noise 

and harmonics. 

While evaluating the performance number of 

samples per cycle, length of window does affect the 

estimation accuracy and computation time. Some of the 

suggested algorithms are giving satisfactory results 

under steady state condition while other are giving 

under dynamic condition but   none of the single 

algorithm is giving satisfactory performance under both 

steady state and dynamic condition. Also, most of the 

algorithm are giving accurate estimation under steady 

state condition only. Since power system is never steady 

& always remain in a state of dynamics therefore, there 

is need of an algorithm whose accuracy is in compliance 

with IEEE standards for both steady state and dynamic 

conditions. 
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 INTRODUCTION 
In past few year, fractional order PID (FOPID) 

controllers have received a substantial attention in 

terms of academic and industrial applications. Indeed, 

FOPID is more flexible in the controller design as 

compared to standard PID controllers, because of 

availability of five parameters to tune (rather than 

three). Though, it increases the complexity in tuning, it 

also increases the robustness and performance of the 

system. In order to deal with this problem, literatures 

have proposed various methods for the design of a 

FOPID controller. Podlubny proposed FOPID controller 

and demonstrated the better response of such 

controller, as compared to classical PID controller for 

fractional order systems [1][2].  

Many real time dynamic processes can be efficiently 

modelled using fractional order systems more 

adequately than integer order processes [3]. It has been 

experimentally demonstrated that the charging and 

discharging of lossy capacitors for example, follows 

inherently fractional order dynamics. The flow of fluid in 

a porous media, the conduction of heat in a semi-infinite 

slab, voltage-current relation in a semi-infinite 

transmission line, non-Fickian diffusion, etc. are all such 

examples where the governing equations can be 

modeled more accurately using fractional order 

differential or integral operators. 

 OVERVIEW OF FRACTIONAL ORDER 

CONTROLLER 
Fractional order controllers have upright 

controlling capability on dynamic characteristics of the 

system and less sensitive to parametric variations, 
which are considered as advantages over classical PID 
controller because of fractional component of the 
integer order PID controller [4]. The transfer function of 
such a controller has the following form: 

𝐶(𝑠) = 𝑘𝑝 +
𝑘𝑖

𝑠𝜆
+ 𝑘𝑑𝑠

𝜇  (1) 

Fractional PID controllers are considered as a generalize 

model of integer PID such that: 

• Considering, λ =1 and μ=1, gives an integer order 
PID. 

• Considering, λ =1 and μ=0, gives a Proportional-
integral controller. 

• Considering, λ =0 and μ=1, gives a Proportional-
differential controller. 

• Considering, λ =0 and μ=0, gives a Proportional 
controller. 

It can be shown graphically as in Figure1 and it is 

called FOPID control space[5]. 

 

 PRELIMINARIES AND DEFINITIONS 
Various definitions for implementing fractional order 

integro-differential equations [6]. Fractional calculus is 

a generalization of integration and differentiation to 

non-integer order fundamental operator a𝐷𝛼
𝑟 , where a 

and t are the limits of the operation and r є R. The 

continuous integro-differential operator is defined as: 

Abstract: Fractional order PID (FOPID) controller is a generalisation of integer order PID controller. The effect of 

two additional parameters λ (fractional order of integral) and μ (fractional order of differentiator) has been 

observed. The different orders μ are taken in literature to effectively demonstrate the geometrical and physical 

interpretation of fractional order derivative. It has been shown that the value of α has significant effect in system 

behaviour.  
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𝐷𝑎
 
𝛼
𝑡 =

{
 
 

 
 
𝑑𝑟

𝑑𝑡𝑟
               ∶ 𝑟 > 0

1                    ∶ 𝑟 = 0

∫ (𝑑𝜏)−𝑟       ∶ 𝑟 < 0
𝑡

𝑎

 (1) 

The three equivalent definitions most frequently 

used for the general fractional differintegral are the 

Grunwald-Letnikov (GL) definition, the Riemann-

Liouville (RL) and the Caputo definition [2][7]. The GL is 

defined by, 

 

𝐷𝑎
 
𝛼
𝑡 = lim

ℎ→0
ℎ−𝛼 ∑(−1) (

𝛼
𝑗 ) 𝑓(𝑡 − 𝑗ℎ)

[
𝑡−𝑎
ℎ
]

𝑗=0

 
(2) 

where, [.] represents the integer order. The RL is defined 
as  

𝐷𝑎
 
𝛼
𝑡 =

1

𝛤(𝑛 − 𝛼)

𝑑𝑛

𝑑𝑡𝑛
∫

𝑓(𝜏)

(𝑡 − 𝜏)𝛼−𝑛+1
𝑑𝜏

𝑡

𝑎

 (3) 

where n-1<α<n & 𝛤[.] is Euler’s gamma function. 

Under zero initial conditions, the Laplace transform 

of the RL definition shown in eq. (2) is given by 

£{a𝐷𝑡
±𝛼𝑓(𝑡)} = 𝑠±𝛼𝐹(𝑠) (4) 

It is difficult to implement sv practically. Therefore, it 

is approximated using an ordinary (integer order) 

transfer function. Outstaloup has introduced one of the 

most commonly used approximation [18] which makes 

use of recursive distribution of poles and zeros. The 

transfer function of the approximation is given by: 

𝑠𝑣 ≈ 𝑠[𝑤𝑏,𝑤ℎ]
𝑣 = 𝐾 ∏

𝑠 +𝜔𝑘
′

𝑠 + 𝜔𝑘

𝑁

𝑘=−𝑁

 (5) 

  

This approximation is defined for the frequency 

range [ωb, ωh] and the order of approximation is 2N+1. 

In eq. (6), the gain K, zeroes 𝜔𝑘
′  and poles 𝜔𝑘  are 

obtained as follows: 

𝐾 = 𝜔ℎ
𝑣

𝜔𝑘
′ = 𝜔𝑏 (

𝜔ℎ
𝜔𝑏
)
(𝑘+𝑁+

1
2
(1−𝑣)) (2𝑁+1)⁄

    

𝜔𝑘 = 𝜔𝑏 (
𝜔ℎ
𝜔𝑏
)
(𝑘+𝑁+

1
2
(1+𝑣)) (2𝑁+1)⁄

 (6) 

 The literatures have proposed some approximation 

methods to implement fractional-order integro-

differential operators, such as continuous fractional 

expansion [8], Carlson’s method [9] and Matsuda’s 

method [10]. The toolboxes for modelling FOPID is also 

provided in the literature. As proposed by Aleksei et. al., 

FOMCON Toolbox can be used for Modeling and Control 

Fractional-Order systems in MATLAB [11]. Senol et. al. 

proposed a toolbox for advance control education [12]. 

CRONE toolbox was presented by Oustaloup et. al. for 

fractional control application in MATLAB [13]. A toolbox 

for PID controller design on internet was proposed by 

Martin et. al. [14].  

 GEOMETRICAL INTERPRETATION OF 

FRACTIONAL DERIVATIVE 
In a modest way, geometrical and physical 

interpretations of integer order derivative and integral 

are defined [15]. The fractional order derivative and 

fractional order integral are thus far not well recognized. 

A simple interpretation of fractional order derivative for 

the applications of the subject is presented. The 

fractional order derivatives can be enumerated as: 

𝐷𝛼[𝑥𝛽] =
𝛤(𝛽 + 1)

𝛤(𝛽 + 1 − 𝛼)
𝑥𝛼−𝛽 , (7) 

where 𝛼 is the order of derivative and 0 < 𝛼 < 1. By 

using the formula given in (8) and the linearity property 

of fractional derivative, the values of fractional 

derivative for 𝑓(𝑥) = 𝑥3 and 𝑔(𝑥) = 𝑥4 + 𝑥3  at x = 2 

were computed by the authors of [15] and shown in 

Table 1 and Table 2,  respectively. The value of  

𝐷1.0[𝑓(𝑥)] = 12.00 for 𝑓(𝑥) = 𝑥3at P (2, 8).  A triangle is 

formed by drawing a tangent at P (2, 8) passing through 

the X-axes at A1, and the perpendicular drawn from P (2, 

FOPID

PI

P
PD

PID

λ

μ
 

FIGURE 1 FOPID CONTROL SPACE 
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8) to X-axes at B (2, 0). The area of the triangle formed △

𝑃𝐴1𝐵 =  2.6667. Similarly, area of triangle is computed 

for the function g(x). 

 

 

It has been interpreted by the authors of [15], using 

Tables 1, Table 2, Figure2 and Figure 3, that as the value 

of fractional order derivative increases, the area of 

triangle formed decreases, also as the value of fractional 

order derivative decreases, the area of triangle 

 

FIGURE 2. GRAPH OF THE FUNCTION F(X) = 𝒙𝟒 + 𝒙𝟑  WITH 

TRIANGLES FORMED WITH FRACTIONAL ORDER 

DERIVATIVES [15] 

 

FIGURE 3.  GRAPH OF THE FUNCTION F(X) = X3 WITH 

TRIANGLES FORMED WITH FRACTIONAL ORDER 

DERIVATIVES [15]. 

Table 2 Details of f(x) [7] 

Fractional order 
derivative 

Fractional derivative values at 
x = 2 

m = tan µ 

µ = tan-1m 
(in radian) 

Area of triangle 

(△) 

D0.1[f(x)] m0.1=8.4512 θ0.1=1.113 △ 𝑃𝐴0.1𝐵 = 3.7865 

D0.2[f(x)] m0.2=8.9018 θ0.2=1.4589 △ 𝑃𝐴0.2𝐵 =  3.5948 
D0.3[f(x)] m0.3=9.3482 θ0.3=1.4642 △ 𝑃𝐴0.3𝐵 =  3.4231 
D0.4[f(x)] m0.4=9.7866 θ0.4= 1.4690 △ 𝑃𝐴0.4𝐵 =  3.2698 
D0.5[f(x)] m0.5=10.2129 θ0.5=1.4732 △ 𝑃𝐴0.5𝐵 =  3.1333 
D0.6[f(x)] m0.6=10.6226 θ0.6=1.4769 △ 𝑃𝐴0.6𝐵 =  3.0124 
D0.7[f(x)] m0.7=11.0111 θ0.7=1.4802 △ 𝑃𝐴0.7𝐵 =  2.9062 
D0.8[f(x)] m0.8=11.3734 θ0.8=1.4831 △ 𝑃𝐴0.8𝐵 =  2.8136 
D0.9[f(x)] m0.9=11.7044 θ0.9=1.4856 △ 𝑃𝐴0.9𝐵 =  2.7339 
D1.0[f(x)] m1.0=12.0000 θ1.0=1.4877 △ 𝑃𝐴1.0𝐵 =  2.6667 

Table 2 Details of g(x)  [7] 

Fractional order 
derivative 

Fractional derivative values at 
x = 2 

m = tan θ 

θ = tan-1m 
(in radian) 

Area of triangle 

(△) 

D0.1[g(x)] m0.1=25.787 θ0.1=1.5320 △ 𝑃𝐴0.1𝐵 = 11.1684 

D0.2[g(x)] m0.2=27.642 θ0.2=1.5346 △ 𝑃𝐴0.2𝐵 =  10.4188 
D0.3[g(x)] m0.3=29.561 θ0.3=1.5370 △ 𝑃𝐴0.3𝐵 =  9.7427 
D0.4[g(x)] m0.4=31.535 θ0.4= 1.5391 △ 𝑃𝐴0.4𝐵 =  9.1328 
D0.5[g(x)] m0.5=33.557 θ0.5=1.5410 △ 𝑃𝐴0.5𝐵 =  8.5825 
D0.6[g(x)] m0.6=35.617 θ0.6=1.5427 △ 𝑃𝐴0.6𝐵 =  8.0860 
D0.7[g(x)] m0.7=37.705 θ0.7=1.5443 △ 𝑃𝐴0.7𝐵 =  7.6383 
D0.8[g(x)] m0.8=39.807 θ0.8=1.5457 △ 𝑃𝐴0.8𝐵 =  7.2349 
D0.9[g(x)] m0.9=41.911 θ0.9=1.5469 △ 𝑃𝐴0.9𝐵 =  6.8718 
D1.0[g(x)] m1.0=44.000 θ1.0=1.5481 △ 𝑃𝐴1.0𝐵 =  6.5455 
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increases. Hence, it can be concluded that fractional 

order derivative values are inversely proportional to the 

areas of triangles. Therefore, 

𝐷𝛼  [𝑓(𝑥)] ∝
1

△
 (8) 

𝐷𝛼  [𝑔(𝑥)] ∝
1

△
 (9) 

 

 CONCLUSION 
 To conclude, the product of values of fractional order 

derivative with the correspondent area of the triangle is 

constant [15]. So, the fractional derivative produces the 

change in the area of the triangle formed drawing a 

tangent to the curve at a particular point, the 

perpendicular line drawn through this point and the X-

axes with respect to fractional gradient line. The change 

of area is a physical property, thus fractional derivatives 

can be used to measure the changes in temperature, 

pressure, gradient, divergence and curl[15]. 
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 INTRODUCTION 
Nowadays computational intelligence (CI) plays vital 

role in human life. Day by day, everything is going to be 

smart and making human life easier. Computational 

intelligence is a set of biological and linguistic 

computational tools and methodologies to address 

complex and challenging real-world problems to which 

traditional approaches may not be very effective. Major 

constituents of CI are neural networks, evolutionary 

algorithm, fuzzy systems and hybrid intelligent system. 

In past few decade, Fuzzy Logic gains more popularity by 

its successful application in various field.  

Fuzzy logic is much more general than traditional 

logical system. It is the way human brain works and we 

can mimic this in machines so they with perform 

somewhat like humans and in all cases guided by IF-

Then rules stated in human language.  As the complexity 

of system increases, it becomes more difficult and 

eventually impossible to make a precise statement about 

its behaviour, eventually arriving at a point of 

complexity where the fuzzy logic method born humans 

is the only way to get at the problem. 

In bivalent logic, BL, truth is bivalent, implying that 

every proposition is either true or false, with no degrees 

of truth allowed. In multivalent logic, ML, truth is a 

matter of degree. In fuzzy logic, FL, everything is, or is 

allowed to be, to be partial, i.e., a matter of degree, 

everything is, or is allowed to be imprecise 

(approximate), everything is, or is allowed to be 

granular (linguistic), and everything is, or is allowed to 

be perception based. 

The logical control approach is not new thing it has 

very old history.  Here is the little historical background 

of fuzzy logic is given. Classical logic of Aristotle 

proposed in 400 BC: Law of Bivalence which has been 

correct for more than 2000 years, in every proposition is 

either true or false (no intermediate). Jan Lukasiewics 

proposed three valued logics in 1900: True, False and 

possible. Lofti A. Zedah proposed a multivalued logic 

popularly known as Fuzzy logic[1]. L.A Zedah claimed 

that many sets in the world surrounding us are defined 

by a non-distinct boundary. S. Hacck published a paper 

in 1979 titled “Do we need fuzzy logic”[2]. Smarandache 

proposed a Neutrosophic logic in 1998[3], it not gained 

importance as being a trivalent logic.  

Fuzzy sets, linguistic variables, and possibility 

distributions are three core concepts in fuzzy logic. A 

fuzzy set is a generalization to classical set to allow 

objects to take partial membership in vague concepts 

(i.e., fuzzy sets). The degree an object belongs to a fuzzy 

set, which is a real number between 0 and 1, is called the 

membership value in the set. The meaning of a fuzzy set 

is thus characterized by a membership function that 

maps elements of a universe of discourse to their 

corresponding membership values. The membership 

function of a fuzzy set A is denoted as m A. In addition to 

membership functions, a fuzzy set is also associated with 

a linguistically meaningful term (e.g., “healthy” family). 

Associating a fuzzy set to a linguistic term offers two 

important benefits. First, the association makes it easier 

for human experts to express their knowledge using the 

linguistic terms. Second, the knowledge expressed using 

linguistic terms is easily comprehensible. This benefit 

often results in significant savings in the cost of 

designing, modifying and maintaining a fuzzy logic 

system. 

Abstract: This article describes about fuzzy logic, its advantage and application in various field & research area. The 

Fuzzy logic controller and its main prats such as Fuzzification, fuzzy rule base, fuzzy inference system, defuzzification 

also described in this article. 
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 FUZZY LOGIC CONTROLLER 
Professor Lofti A Zadeh presented fuzzy logic not as 

a control methodology but as a way of processing data 

by allowing partial set membership rather than crisp set 

membership or non-membership. The first fuzzy logic 

controller was made by E.H Mamdani in 1974[4] for a 

steam engine. The structure of fuzzy logic controller is 

shown in Figure 1. It mainly consists of four parts- 

Fuzzification, Fuzzy IF-Then Rule Base, fuzzy Inference 

Engine, and Defuzzification. 

 

 FUZZIFICATION 
Fuzzification is supposed to convert the analog 

inputs into sets of fuzzy variables. For each analog input, 

several fuzzy variables are generated with values 

between 0 and 1. The number of fuzzy variables depends 

on the number of membership functions in fuzzification 

process. Various types of membership functions can be 

used for conversion, such as triangular, trapezoidal, 

Gaussian, sigmoidal, generalized bell, z-shaped, left-right 

membership function etc. One may consider using the 

combination of them and different types of membership 

functions result in different accuracies. 

 

 FUZZY RULE-BASE 

A fuzzy if-then rule associates a condition about 

linguistic variables to a conclusion. From a knowledge 

representation view point, a fuzzy if-then rule is a 

scheme for capturing knowledge that involves 

imprecision. The main feature of reasoning using these 

rules (i.e., fuzzy rule-based reasoning) is its partial 

matching capability, which enables an inference to be 

made from a fuzzy rule even when the rule’s condition is 

only partially satisfied. The degree the input data 

matches the condition of a rule is combined with the 

consequent (i.e., “then” part) of the rule to form a 

conclusion inferred by the fuzzy rule. The higher is the 

matching degree, the closer is the inferred conclusion to 

the rule’s consequence. 

There are two types of fuzzy rules[5]: 1) fuzzy 

mapping rules, and 2) fuzzy implication rules. A fuzzy 

mapping rule describes a functional mapping 

relationship between inputs and an output using 

linguistic terms, while a fuzzy implication rule describes 

a generalized logic implication relationship between two 

logic formula involving linguistic variables. The 

foundation of fuzzy mapping rule is fuzzy graph, while 

the foundation of fuzzy implication rule is a 

generalization to two-valued logic. The inference of 

fuzzy mapping rules involves a set of rules whose 

antecedent conditions form a fuzzy partition of the input 

space. We call such a collection of fuzzy mapping rules a 

fuzzy model. The inference of fuzzy implication rules are 

performed individually. Consequently, fuzzy mapping 

rules are designed as a group, whereas fuzzy implication 

rules are designed individually. 

The distinction between fuzzy implication rules and 

fuzzy mapping rules has not been clear in the literature. 

Until early 1990s, fuzzy rules used in control systems 

have been viewed as a special kind of fuzzy implication 

rule. However, it is difficult to explain the use of 

conjunction operator in forming the “fuzzy implication 

relation” of rules and the use of fuzzy disjunction in 

aggregating the conclusion of rules. This difficulty 

gradually leads to the crystallization of the fundamental 

differences between the two types of rules. 

 FUZZY INFERENCE SYSTEMS 

Fuzzy inference (reasoning) is the actual process of 

mapping from a given input to an output using fuzzy 

logic. The process involves all the three pieces i.e., 

membership function, fuzzy logic operators and If-Then 

rule. It is a nonlinear mapping that derives its output 

based on fuzzy reasoning and a set of fuzzy if-then rules. 

The domain and range of the mapping could be fuzzy sets 

or points in a multidimensional space. The fuzzy 

Inference system (FIS) is also known as fuzzy models, 

fuzzy associated memory, fuzzy-rule-based systems, and 

fuzzy expert systems. FIS converts fuzzy input using If-

Then type fuzzy rules to the fuzzy output. 

There are three fuzzy Inference systems: - Mamdani 

fuzzy inference, TSK inference model and Tsukamoto 

inference model. The difference between there inference 

models are as follows. 

1) In Mamdani model premise (If part) is fuzzy set 
and consequent (Then part) is also fuzzy set. 

2) In TSK model premise in fuzzy set and 
consequent is crisp. 

Fuzzification

Rule Base

Inference 
Engine

Defuzzification
Input Output

 

  FIGURE 1: FUZZY LOGIC CONTROLLER 
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3) In Tsukamoto model premise is fuzzy set and 
consequent is also fuzzy set but it monotonically 
increasing/decreasing membership function 
and one side is open. 

 

 DEFUZZIFICATION 

Defuzzification is the reverse process of 

Fuzzification. It converts the fuzzy output of the 

inference engine to crisp using membership functions 

analogous to the ones used by the fuzzifier. There are 

five commonly used defuzzifying methods: 

1) Centroid of area (COA) 

2) Bisector of area (BOA) 

3) Mean of maximum (MOM) 

4) Smallest of maximum (SOM) 

5) Largest of maximum (LOM) 

 APPLICATION OF FUZZY LOGIC 
Fuzzy logic is widely used in various field with its 

successful application. In the early stages, the 

applications of Fuzzy Logic were confined to control 

systems and process control where the mathematical 

TABLE 1: RESEARCH AREAS IN FUZY LOGIC AS REPORTED IEEE 2001[6] 

Research and Development Area Main Topics 

Fuzzy Mathematics 
Foundations of Fuzzy Logic, appropriate 

reasoning, evolutionary computation, 
Identification and learning algorithms, rule base optimization. 

Control Systems 
Fuzzy control theory and applications, process and environmental control, stability 

criterions issues, multilevel-supervisory control 

Pattern Recognition and Image 
Processing 

Supervised and Unsupervised learning, 
classifiers design and integration, signal/image processing and analysis, computer vision, 

multimedia applications 
 

Soft Computing and Hybrid 
Systems 

Intelligent information systems, database 
Systems, data mining intelligent systems, reliability engineering, Neuro-Fuzzy systems, 

Internet computing, networks traffic modelling and control. 
Electronic Systems Fuzzy hardware implementation and embedded applications. 

Robotics and Automation Fuzzy Logic in robotics, industrial automation and other industrial applications 
 

TABLE 2: SOME SUCCESSFUL FUZZY SYSTEMS PRESENTLY AT WORK [6] 

Industrial 

1)  Cement kiln Control (Denmark) 
2) Automatic train operation (Japan) 

3) Water treatment system (Fuji electric, Japan) 
4) Water treatment system (Fuji electric, Japan) 

5) Smart sensors (Fisher Rosemount, USA) 
6) Blast furnace control (NKK Fukoyama, Japan) 

7) Nuclear reactor control (Art Fugen, Japan) 
8) Fire detector (Cerberus, Switzerland) 

9) Camera tracking (NASA, USA) 
10)Target tracker in Patriot missile (MMES,    USA) 

Commercial 

1) Washing machine (Matsushita, Japan) 
2) Home heating system and air conditions 

3)Photocopy machine (Sanyo, Japan) 
4)Fuzzy auto focus still camera (Japan) 

5)Vacuum cleaner (Sony, Hitachi, Sanyo, Toshiba, Sony) 
6)Refrigerator (Sharp) 

7)Rice Cooker (Matsushita, Sanyo, Sharp, Hitachi) 
8)Home air conditioner (Mitsubishi Heavy Industries, Japan 

9)Fuzzy PLC (Klockner-Moeller, Germany) 
10)Fuzzy auto focus still camera (Sanyo, Japan) 

11)Smart sensors (Fisher-Rosemount, USA) 
12)Health management (OMRON, Japan-USA) 

Research 

1)Speech recognizer (NTT communication, Japan) 
2)Fuzzy medical expert system 

3)Helicopter control (LIFE, Japan) 
4)Fingerprint classification (NIST, USA) 

5)Autonomous robot control (SRI International, USA) 
6)Autonomous navigation of robots (ORNL, USA) 

7)Used car selection (A used car canter in Kansai, Japan) 
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model of the plant is unknown, complex and not well 

defined. But later, the areas where Fuzzy Control has 

been applied comprise a wide variety of applications, 

with different complexity and performances. Washing 

machines, automatic focusing for video cameras, 

automatic TV tuner, servo motor control, automotive 

anti-skid brake and many other consumer appliances 

use the concept of fuzzy controllers. At present, the 

application of Fuzzy Logic exceeds the control domain 

since it is also employed for other knowledge-based 

decision-making tasks. It involves medical diagnosis, 

business forecasting, traffic control, network 

management, Image processing, signal processing, 

computer vision, geology and many more. 

 ADVANTAGE OF FUZZY LOGIC 
The fuzzy control algorithm is based on the 

operator’s experience and field tests. The essence of 

fuzzy control algorithms is a conditional statement 

between a fuzzy input variable and a fuzzy output 

variable. The benefits of fuzzy controllers could be 

summarized as follows: 

• Fuzzy controllers are more robust than PID 
controllers because they can operate with noise and 
disturbances of 

• different nature. 
• Developing a fuzzy controller is cheaper than 

developing a model-based controller. 
• Fuzzy controllers are customizable, since it is easier 

to understand and modify their rule, which not only 
use a human operator's strategy, but also are 
expressed in natural linguistic terms. 

• It is easy to learn how fuzzy controllers operate and 
how to design and apply them to a concrete 
application. 

It is also important to note that a fuzzy logic can be 

interfaced with a conventional control[7]. 

 SUMMARY 
Fuzzy Logic provides a different way to approach a 

control or classification problem. This method focuses 

on what the system should do rather than trying to 

model how it works. One can concentrate on solving the 

problem rather than trying to model the system 

mathematically, if that is even possible. On the other 

hand, the fuzzy approach requires a sufficient expert 

knowledge for the formulation of the rule base, the 

combination of the sets and the defuzzification. In 

General, the employment of fuzzy logic might be helpful, 

for very complex processes, when there is no simple 

mathematical model (e.g. Inversion problems), for 

highly nonlinear processes or if the processing of 

(linguistically formulated) expert knowledge is to be 

performed.  
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